Lecture 8




Supervised Learnin




Algorithms for Supervised Learning
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* There are several algorithms available for supervised learning. Some of the
widely used algorithms of supervised learning are as shown below:

* k-Nearest Neighbours
* Decision Trees

* Naive Bayes

* Logistic Regression

* Support Vector Machines
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k-Nearest Neighbours

The k-Nearest Neighbours, which is simply called kNN is a statistical technique that
can be used for solving for classification and regression problems. Let us discuss the

case of classifying an unknown object using kNN. Consider the distribution of objects

as shown in the image given below , ¢ _ - .-
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Now, consider a new unknown object that you want to classify as red, green or blue.

This 1s depicted in the figure below.




Decision Trees

Sender: tutorialspoint.com

From Boss?

Yes

. Gead when bored)

No

A simple decision tree in a flowchart format i1s shown below:

I~

Subject contains

True

CRead immediately)

False

C Read at leisure )

In this scenario, you are trying to classify an incoming email to decide when to read it.
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Naive Bayes
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Naive Bayes 1s used fomlassiﬁers. Suppose you want to sort out (classify)
fruits of different kinds from a fruit basket. You may use features such as color, size
and shape of a fruit, For example, any fruit that is red in color, is round in shape and is
about 10 cm in diameter may be considered as Apple. So to train the model, you would
use these features and test the probability that a given feature matches the desired
constraints. The probabilities of different features are then combined to arrive at a
probability that a given fruit is an Apple. Naive Bayes generally requires a small number
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Logistic Regression
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Look at the following diagram. It shows the distribution of data points in XY plane.
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From the diagram, we can visually inspect the separation of red dots from green dots. You
may draw a boundary line to separate out these dots. Now, to classify a new data point,

you will just need to determine on which side of the line the point lies.
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, Support Vector Machines =
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| Look at the following distribution of data. Here the three classes of data cannot be i
linearly separated. The boundary curves are non-linear. In such a case, finding the

equation of the curve becomes a complex job. H
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The Support Vector Machines (SVM) comes handy in determining the separation
boundaries in such situations. <) sall o2 (Jie & Jeadll 3 gan 2aat L saiads

SWVIM classification plot
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المنحنيات الحدودية غير خطية في الحالة هذه العثور على معادلة المنحنى مهمة معقدة
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Unsupervised Learning




Algorithms for Unsupervised Learning
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Clustering is a type of unsuperv1sed learmng that automatically forms clusters

of similar things. It is like automatic classification. You can cluster almost
anything, and the more similar the items are in the cluster, the better the

clusters are. 130 i o e Astianl 50 aie o3 Ladyat Jacdataad o M}“d)ﬂ“*
mandl L Jl 9 )

The key difference from classification is that in classification you know what

you are looking for. While that is not the case in clustering.

Clustering 1s sometimes called unsupervised classification because it produces

the same result as classification does but without having predefined classes.
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There are different types of clustering you can utilize:

™ Exclusive (partitioning)

In this clustering method, Data are grouped in such a way that one data can belong to
. one cluster only. CRITHRIWL

Example: K—means u” L_:,.ﬁ.u.l ,_J! a_u'lg L_Jl.!Lu.l uS.nJ d.m)l::.! l._JL'ILu.” &LQJU lq.u BT a_u;:a_u]‘ d.:'u)bug
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Agglomerative A

In this clustering technique, every data is a cluster. The iterative unions between the

two nearest clusters reduce the number of clusters.
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Example: Hierarchical clustering~
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أنواع مختلفة من التجميع يمكن استخدامها:
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B Overlapping

In this technique, fuzzy sets is used to cluster data. Each point may belong to
two or more clusters with separate degrees of membership.

Here, data will be associated with an appropriate membership value. Example:

Fuzzy C-Means
clusters :
dJloi>|
N

Probabilistic .. ... 4 JxS) clind codlois> Bl 23j95 dudill 63ma350u

#‘-—‘

This technique uses probability distribution to create the clusters
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Deep learning
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Deep learning

Deep learning is a type of machine learning and artificial intelligence (Al) that imitates

the way humans gain certain types of knowledge. Deep learning is an important

element of data science, which includes statistics and predictive modeling.
Jeza uﬁ
How deep learning works

Computer programs that use deep learning go through much the same process as the
toddler learning to identify the dog. Each algorithm in the hierarchy applies a nonlinear
transformation to its input and uses what 1t learns to create a statistical model as
output. Iterations continue until the output has reached an acceptable level of accuracy.

The number of processing layers through which data must pass 1s what inspired the
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Types of Algorithms used in Deep Learning

Here is the list of top 10 most popular deep learning algorithms:
Convolutional Neural Networks (CNNs)

Long Short Term Memory Networks (LSTMs)

Recurrent Neural Networks (RINNs)

Generative Adversarial Networks (GAN)

Radial Basis Function Networks (RBFNSs)

Multilayer Perceptrons (MLPs)
Selt Organizing Maps (SOMs)
Deep Belief Networks (IDBNs)

R L U ATII L L B 0 S

Restricted Boltzmann Machines( RBMs)

10. Autoencaders
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1. Convolutional Neural Networks (CNNs)
~

avat

CNN's, also known as ConvNets, consist of multiple layers and are mainly used
for image processing and object detection. Yann LeCun developed the first

CNN in 1988 when it was called LeNet. It was used for recognizing characters

like ZIP codes and digits. 182 T 8,905 Rl pml) i Cial e i jaill auladial g
CNN
CNN's are widely used to identify satellite images, process medical images,

forecast time series, and detect anomalies.
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2. Long Short Term Memory Networks
(LSTMs)

L.STMs are a type of Recurrent Neural Network (RNN) that can learn and
memorize long-term dependencies. Recalling past information for long periods

is the default behavior.

LSTMs retain information over time. They are useful in time-series prediction
because they remember previous inputs. LSTMs have a chain-like structure
where four interacting layers communicate in a unique way. Besides time-series
predictions, LSTMs are typically used for speech recognition, music
composition, and pharmaceutical development.
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5 Recurrent Neuml Networks (RNNs)
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RNN's have connections that form directed cycles, which allow the outputs
from the LSTM to be fed as inputs to the current phase.

The output from the LSTM becomes an input to the current phase and can
memorize previous inputs due to its internal memory. RNNs are commonly
used for image captioning, time-series analysis, natural-language processing,
handwriting recognition, and machine translation.

il 3ol Jado iSarg Lol Aopall IS5 20 LSTM (0 2l Blsc
gall Oliowd) gesli g RNNS aasid .duds |l 45815 oundaslull

A b5 loayeilly s diesdall a2l aul g agayll il Jalsy -

———— A Yldaz,illg



Bushra
Highlight

Bushra
Placed Image

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Placed Image

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil

Bushra
Pencil


Reinforcement learning




What is reinforcement learning?

Reinforcement learning is a machine learning training method based on

rewarding desired behaviors and/or punishing undesired ones. In general, a
reinforcement learning agent 1s able to percetve and interpret its environment,
take actions and learn through trial and error.
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How does reinforcement learning work?

In reinforcement learning, developers devise a method of rewarding desired

behaviors and punishing negative behaviors. This method assigns positive
values to the desired actions to encourage the agent and negative values to

undesired behaviors. This programs the agent to seek long-term and maximum
overall reward to achieve an optimal solution.

These long-term goals help prevent the agent from stalling on lesser goals.
With time, the agent learns to avoid the negative and seek the positive. This
learning method has been adopted in artificial intelligence (Al) as a way of

directing unsupervised machine learning through rewards and penalties.
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Model-Free RL

. :
Policy Gradient
G J

A2C / A3C

™

PPO

TRPO

Model-Based RL ]
L
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—F[ World Models
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States, rewards, and actions

A 3 aayl)
At the heart of every reinforcement learning problem are an agent and an ﬁ&‘ 3
environment. The environment provides information about the state of th -
system. The agent observes these states and interacts with the environment by

taking actions. Actions can be discrete (e.g., flipping a switch) or continuous
(e.g., turning a knob). These actions cause the environment to transition to a
new state. And based on whether the new state is relevant to the goal of the
system, the agent receives a reward (the reward can also be zero or negative 1f
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Every cycle of state-action-reward is called a step. The reinforcement learning system
continues to iterate through cycles until it reaches the desired state or a maximum
. number of steps are expired. This series of steps 1s called an gpisode. At the beginning

of each episode, the environment is set to an initial state andthe agent’s reward is reset
to Zeto. sl =Zud G phadll e Al s2a

gl ) LSl S (o) 1 Ball e il ot 5 T Rl .
he goal of reinforcement ]earmng 1S to train the agent to take actions that maximize its

rewards. The agent’s action-making function is called a policy. An agent usually requires
many episodes to learn a good policy. For simpler problems, a few hundred episodes
might be enough for the agent to learn a decent policy. For more complex problems, the
agent might need millions of episodes of training. L
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Reinforcement learning applications

Here, the environment is the chessboard and the state of the environment is the
location of chess pieces on the board. The RL agent can be one of the players
(alternatively, both players can be RL agents separately training in the same
environment). Each game of chess 1s an episode. The episode starts at an initial state,
with black and white pieces lined on the edges of the board. At each step, the agent
observes the board (the state) and moves one of its pieces (takes an action), which
transitions the environment to a new state. The agent receives a reward for reaching
the checkmate state and zero rewards otherwise. One of the key challenges of chess 1s
that the agent doesn’t receive any rewards before it checkmates the opponent, which
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Self-driving cars: In autonomous driving, the agent is the car, and the
environment 1s the world that the car is navigating, The RL agent observes the
state of the environment through cameras, lidars, and other sensors. The agent
can take navigation actions such as accelerate, hit the brake, turn left or right, or
do nothing. The RL agent is rewarded for staying on the road, avoiding
collisions, conforming to driving regulations, and staying on course.
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Deep reinforcement learning 1s one of the most interesting branches of
artificial intelligence. It 1s behind some of the most remarkable achievements
of the Al community, including beating human champions at board and video
games, self-driving cars, robotics, and Al hardware design.

Deep reinforcement learning leverages the learning capacity of deep neural
networks to tackle problems that were too complex for classic RL techniques.
Deep reinforcement learning is much more complicated than the other
branches of machine learning.
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In Deep reinforcement learning you can implement all the above-mentioned

algorithms for reinforcement learning in any way you want. For example, Q-

learning, a classic type of reinforcement learning algorithm, creates a table of
state-action-reward values as the agent interacts with the environment. Such
methods work fine when you’re dealing with a very simple environment where
the number of states and actions are very small.
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But when you’re dealing with a complex environment, where the combined

number of actions and states can reach huge numbers, or can have virtually

limitless states, evaluating every possible state-action pair becomes impossible.

In these cases, you’ll need an approximation function that can learn optimal
policies based on limited data. And this 1s what artificial neural networks do.
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Given the right architecture and optimization function, a deep neural network
can learn an optimal policy without going through all the possible states of a
system. Deep reinforcement learning agents still need huge amounts of data
(e.g., thousands of hours of gameplay in Dota and StarCraft), but they can
tackle problems that were impossible to solve with classic reinforcement

learning systems.
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For example, a deep RL model can use convolutional neural networks to extract
state information from visual data such as camera feeds and video game
graphics. And recurrent neural networks can extract useful information from
sequences of frames, such as where a ball is headed or if a car 1s parked or
moving. This complex learning capacity can help RL agents to understand

more complex environments and map their states to actions.
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Deep reinforcement learning i1s comparable to supervised machine learning.

The model generates actions, and based on the feedback from the

environment, it adjusts its parameters. However, deep reinforcement learning

also has a few unique challenges that make it different from traditional
supervised learning.

Unlike supervised learning problems, where the model has a set of labeled
data, the RL agent only has access to the outcome of its own experiences. It
might be able to learn an optimal policy based on the experiences it gathers
across different training episodes. But it might also miss many other optimal
trajectories that could have led to better policies.

T T———— . ’ T . T ——
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Reinforcement learning also needs to evaluate trajectories of state-action pairs,
which is much harder to learn than supervised learning problems where every
training example is paired with its expected outcome.

This added complexity increases the data requirements of deep reinforcement
learning models. But unlike supervised learning, where training data can be
curated and prepared in advance, deep reinforcement learning models gather
their data during training. In some types of RL algorithms, the data gathered in
an episode must be discarded afterward and can’t be used to further speed up

the model tuning process in future episodes. N
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