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System-Computed Relevance and Ranking

 Ranking
 The Vector Space Model
 Parameters of Retrieval effectiveness



Ranking

Matching/Ranking of Textual Documents

Major Categories of Methods

1. Exact matching (Boolean)

2. Ranking by similarity to query (vector space model)

3. Ranking of matches by importance of documents

(Page Rank)

4. Combination methods

What happens in major search engines (Google rank)



Vector representation of documents and queries

Represents a large space for documents

 Compare

– Documents

– Documents with queries

Retrieve and rank documents with regards to a

specific query

Enables methods of similarity



Vector Model



Similarity Measures and Relevance

• Retrieve the most similar documents to a query

• Equate similarity to relevance

– Most similar are the most relevant

• This measure is one of “text similarity”

– The matching of text or words



Similarity Ranking Methods



Term Similarity: Example

Problem: Given two text documents, how similar are they?

 

[Methods that measure similarity do not assume exact matches.]

 

Example (assume tokens converted to terms)

Here are three documents. How similar are they?

D1= {ant ant bee}

D2= {dog bee dog hog dog ant dog}

D3= {cat gnu dog eel fox}

 

Documents can be any length from one word to thousands.



Term Similarity: Basic Concept

 Two documents are similar if they contain some of the same
 terms.
 Possible measures of similarity might take into consideration:
 (a) The lengths of the documents
 (b) The number of terms in common
 (c) Whether the terms are common or unusual
 (d) How many times each term appears



TERM VECTOR SPACE

 Term vector space
 n-dimensional space, 

where n is the 
number of different 
terms/tokens used to 
index a set of 
documents.



A Document Represented in a
3-Dimensional Term Vector Space



Basic Method: Incidence Matrix
(Binary Weighting)



Basic Vector Space Methods: Similarity
between 2 documents



Vector Space Revision



Document similarity



Example 1
No Weighting



Example-1 (continued)
Similarity of documents in example:



Example 2
Weighting by Term Frequency (tf)



Example 2 (continued)
Similarity of documents in example:



Simple Uses of Vector Similarity
in Information Retrieval

 Threshold
 For query q, retrieve all documents with similarity
 above a threshold, e.g., similarity > 0.50.
 Ranking
 For query q, return the n most similar documents ranked
 in order of similarity.
 [This is the standard practice.]



Simple Example of Ranking
(Weighting by Term Frequency)



Calculate Ranking
Similarity of query to documents in example:



Best Choice of Weights?



Parameters of
retrieval effectiveness





A Joint Measure



Choices of Recall and Precision

 Both recall and precision vary from 0 to 1.
 In principle, the average user wants to achieve both
 high recall and high precision.
 In practice, a compromise must be reached because
 simultaneously optimizing recall and precision is not
 normally achievable.



Recall / Precision-Example

● Let us assume that for a given query, the 
following documents are relevant (10 
relevant documents):

{d3, d5, d9, d25, d39, d44, d56, d71, d89, 
d123}



● Now suppose that the 
following documents are 
retrieved for that query:

{d3, d5, d9, d25, d39, d44, d56, d71, d89, d123}



Example Explaining
● For each relevant document (in red 

bold), we calculate the precision 
value and the recall value. 

● For example, for d56, we have 3 
retrieved documents, and 2 among 
them are relevant, so the precision 
is 2/3. 

● We have 2 of the relevant 
documents so far retrieved (the 
total number of relevant 
documents being 10), so recall is 
2/10.

● For each query, we obtain pairs of 
recall and precision values

● In our example, we would obtain 
(1/10, 1/1) (2/10, 2/3) (3/10, 3/6)
(4/10, 4/10) (5/10, 5/14) . . . which 
are usually expressed in % (10%, 
100%) (20%, 66.66%) (30%, 50%) 
(40%, 40%) (50%, 35.71%) . . .

● This can be read for instance: at 
20% recall, we have 66.66% 
precision; at 50% recall, we have 
35.71% precision



Averaging



End of Chapter-10

Any Question….?


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32

