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What Is Machine Learning?
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Machine learning has become one ot the most important topics within development

organizations that are looking for innovative ways to leverage data assets to help the

business gain a new level of understanding. |

. With the appropriate machine learning models, organizations have the ability to
continually predict changes in the business so that they are best able to predict what’s

next. As data is constantly added, the machine learning models ensure that the solution
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The value is straightforward: If you use the most appropriate and constantly changing

data sources in the context of machine learning, you have the opportunity to predict
the future.
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Machine learning is a form of Al that enables a system to learn from data rather
than through explicit programming. However, machine learning is not a simple
process.

Machine learning uses a variety of algorithms that iteratively learn from data to
improve, describe data, and predict outcomes.

As the algorithms ingest training data, it is then possible to produce more precise
models based on that data. A machine learning model 1s the output generated when
you train your machine learning algorithm with data. After training, when you provide
a model with an input, you will be given an output.
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Statistical Techniques
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The initial entire AI development was based mainly on statistical techniques. Some of
the examples of statistical techniques that are used for developing Al applications in
those days and are still in practice are listed here:

* Regression
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* C(lassification P'P _
* Clustering gaxi
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Probability Theories il -

* Decision Trees
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* Categories of Machine Learning

31 plaslesss

Machine Learning is broadly categorized under the following headings:

Types of Machine Learning

Machine Learning

l

l
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l

l

|

Supervised
Leamning

Unsupervised

Learning
——

Reinforcement
Learning

Deep Learning

Deep

Reinforcement
Learning _
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Supervised Learning

Supervised learning is analogous to training a child to walk. You will hold the child’s
hana, show him how to take his root rorward, walk yourselt ror a demonstration |
and so on, until the child learns to walk on his own.
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Similarly, in the case of supervised learning, you give concrete known examples to

the computer. You say that for given feature value x1 the output is y1, for x2 it is y2,
for x3 it 15 y3, and so on. Based on this data, you let the computer figure out an
empirical relationship between x and y.

Once the machine 1s trained in this way with a sufficient number of data points,

now you would ask the machine to predict Y for a given X.
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Classification

o . . F
You may also use machine learning techniques for classification problems. In
classification problems, you classity objects of similar nature into a single
group. For example, in a set of 100 students say, you may like to group them

into three groups based on their heights - short, medium and long. Measuring -
the height of each student, you will place them in a proper group.

Now, when a new student comes in, you will put him in an appropriate group
by measuring his height. By following the principles in regression training, you
will train the machine to classify a student based on his feature — the height.
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Supervised Learning is where the Al really began its journey:.
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In unsupervised learning, we do not specify a target variable to the machine,
rather we ask machine “What can you tell me about X?”. More specifically, we
may ask questions such as given a huge data set X, “What are the five best
groups we can make out of X?” or “What features occur together most
frequently:{nXie

In case of supervised learning, the machine can be trained with even about few
thousands of data points. However, in case of unsupervised learning, the
number of data points that 1s reasonably accepted for learning starts in a few
millions.
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Reinforcement Learning

The technique was initially developed for machines to play games. The machine
is given an algorithm to analyze all possible moves at each stage of the game.
The machine may select one of the moves at random. If the move is right, the
machine is rewarded, otherwise it may be penalized. Slowly, the machine will
start differentiating between right and wrong moves and after several iterations
would learn to solve the game puzzle with a better accuracy. The accuracy of
winning the game would improve as the machine plays more and more games.
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- Learmer

Action

Sensory Input Reward

/ Environment
N

This technique of machine learning differs from the supervised learning in that you
need not supply the labelled input/output pairs. The focus is on finding the balance
between exploring the new solutions versus exploiting the learned solutions.
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Deep Learning

The deep learning is a model based on Artificial Neural Networks (ANN),
more specifically Convolutional. Neutral Netwotks (CNN)s. There are several
architectures used in deep learning such as deep neural networks, deep belief
networks, recurrent neural networks, and convolutional neural networks.
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الإلتفافية من الإلتفاف
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Deep Reinforcement Learning

The Deep Reinforcement Learning (lzRL) combines the techniques of both

deep and reinforcement learning. The reinforcement learning algorithms like

. Q-learning are now combined with deep learning to create a powerful DRL -
model. The technique has been with a great success in the fields of robotics,

video games, finance and healthcare.
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